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ABSTRACT

This paper presents a fast and accurate simulation methodology for performance, power, and energy evaluation in the hardware/software co-design flow. Cycle-level microarchitectural software simulation is the bottleneck of the hardware/software co-design cycle due to its slow speed and the difficulty of simulator validation. While sampling methodologies can ameliorate some of these challenges, we show that it is often insufficient for rigorous design evaluations. To circumvent the limitations of software simulation and sampling, we employ MIDAS, which automatically generates FPGA-accelerated simulators from RTL. These simulators are not only up to three orders-of-magnitude faster than existing microarchitectural software simulators, but also truly cycle-accurate, as the same RTL is used to build the silicon implementation. MIDAS builds on the work of Strober, namely by increasing simulator execution rate (up to tenfold) and by including an abstract L2 cache model to simulate more realistic systems without the corresponding RTL implementations. We simulated the productized, in-order processor, Rocket, and the industry-competitive, out-of-order processor, BOOM. To our knowledge, this is the first paper to present performance, power, and energy evaluations from RTL simulations running the whole SPEC2006int benchmark suite with its reference inputs.

1 INTRODUCTION

Performance evaluation for next-generation hardware designs is a vital component of the system design process. To do so, cycle-level microarchitectural software simulators (e.g. [3, 15, 22]) are widely used by computer architects. However, these simulators are too slow to run real-world applications without sampling. Moreover, various kinds of errors can be introduced because of the abstractions used by these simulators [9].

Simulation sampling is another popular complement to microarchitectural software simulators. Phase-based sampling with basic block analysis [17] does not provide statistically-guaranteed error bounds. However, statistical sampling provides confidence intervals, but special care is necessary to address microarchitectural state warming problems [23]. To make matters worse, simulation sampling can be misleading for performance evaluations of managed-language applications whose execution paths depend on microarchitectural state of the system.

On the other hand, if RTL designs are available, they can be used to accurately evaluate not only cycle-level performance but also cycle time, area, and power using commercial CAD tools without introducing modeling errors. However, evaluating RTL designs using software simulation is very slow, preventing design space exploration of various hardware configurations with realistic software applications.

In this paper, we present a simulation methodology to evaluate RTL designs running real-world software, taking advantage of the RISC-V infrastructure. Unlike the previous simulation methodologies, neither simulation sampling nor more abstract modeling is adopted. Instead, we adopt the methodology described by Kim et al. in Strober [10]. First, FPGA-accelerated simulators are automatically generated from RTL designs. These simulators are up to three-orders-of-magnitude faster than existing cycle-level microarchitectural software simulators. Then, we take random RTL-state sample snapshots from the FPGA simulation, which are replayed in RTL or gate-level software simulation for power estimation.

The main contributions of this paper are as follows:

- We demonstrate the importance of FPGA-accelerated simulation of RTL designs in agile hardware design methodologies [11]. This is because microarchitectural software simulators are insufficiently fast and accurate for both traditional microprocessors and custom hardware accelerators running various kinds of software applications.

- We present an open-source FPGA-simulation methodology, MIDAS. In MIDAS, we improve Strober [10] by increasing the speed of generated simulators by up to ten times. This enables designers to evaluate the hardware designs with the whole execution of realistic benchmark suites. We also include an abstract L2-cache model to simulate more realistic systems even without the corresponding RTL implementations.

- We present a case study in which we evaluate the performance, component-wise power, and the energy of a productized in-order processor, Rocket [1], and an industry-competitive superscalar out-of-order processor, BOOM [7], using their RTL implementations by running the SPEC2006int benchmark suite with its reference inputs.

2 DESIGN EVALUATION PRACTICE

This section proposes a new design evaluation practice in the hardware/software co-design flow. Section 2.1 explains why performance, power, and energy evaluation using RTL designs instead of microarchitectural simulators is necessary for the recent hardware/software co-design trends. Section 2.2 demonstrates why the complete execution of real-world applications instead of simulation sampling is required for accurate evaluations in hardware/software co-optimizations.

2.1 Microarchitectural Simulation vs. FPGA-Accelerated RTL Simulation

Figure 1 shows two alternatives for performance evaluation in the computer system design process. Historically, cycle-level microarchitectural software simulation (e.g. [3, 15, 22]) has been widely-used by computer architects for performance evaluation (Figure 1a). Whereas RTL implementation has been tedious, labor-intensive and
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It takes roughly a month to simulate one trillion instructions with a non-trivial modern application executes trillions of dynamic instructions, making them practically impossible to simulate even with very complicated hardware designs. In general, any non-trivial modern application executes trillions of dynamic instructions, making them practically impossible to simulate even with the fastest microarchitectural software simulator. For example, it takes roughly a month to simulate one trillion instructions with a 400 KIPS simulator [15]. Therefore, the slow speed of microarchitectural software simulation prevents an agile hardware development approach [11], which is required for rapid hardware/software co-optimizations.

In this paper, we propose FPGA-accelerated RTL simulation to resolve the difficulty of performance, power, and energy evaluation for the hardware/software co-design flow as shown in Figure 1b. First of all, RTL implementation is becoming more productive for computer architects thanks to various hardware construction languages (e.g. [2], [14], [16], [13], [19]) that greatly improve the expressivity over existing hardware description languages like Verilog and VHDL. In addition, there are an increasing number of open-source RISC-V RTL designs (e.g. [1, 7]) with which to bootstrap a new project, dramatically reducing RTL development time.

Next, this methodology is truly cycle-accurate as the FPGA-accelerated simulators are generated using automatic transformations on the same RTL design that will be consumed by VLSI CAD tools to produce its silicon implementations through the CAD tools. These transformations preserve the RTL behavior of the design, and thus do not introduce modeling errors. Thus, system designers do not need to re-validate their simulator after an RTL design change, greatly easing hardware/software co-optimization, where the RTL design may be frequently modified.

Finally, using FPGAs for performance evaluation increases the simulation speed by multiple orders of magnitude over existing cycle-level microarchitectural software simulation, which is well demonstrated by the previous work [10, 18]. Since FPGA-accelerated simulators can execute tens of MIPS, it becomes possible to evaluate complete benchmark suites, like SPEC2006int, on a cycle-accurate model of the design.

### 2.2 Simulation Sampling vs. Full Execution

Simulation sampling is a popular technique to overcome the sluggishness of cycle-level microarchitectural software simulators. There are two major approaches: phase-based sampling [17] and statistical sampling [23].

Phase-based sampling [17] provides simulation points through phase analysis on dynamic basic-block traces. Here, the underlying assumption is that the dynamic execution of software consists of short periods of phases and each phase will exhibit similar microarchitectural behavior, and thus IPC, when repeated. The simulation points produced by this methodology are those centered about the basic blocks that are most frequently visited. This approach provides no guaranteed error bounds.

However, this is not necessarily true because the periods of phases can be lengthy and the performance characteristics of each phase depend on the dynamic state of the systems. Figure 2 shows a periodic sampling average of IPC every 100-million cycles over the entire execution of 401.bzip2 in the SPEC2006int benchmark suite with its reference input, running on BOOM-2w (Table 1). Even though there are some distinct execution phases, each phase has a non-trivial length period and shows different performance.

![Figure 1: Performance Evaluation Methodologies in the Hardware/Software Co-design Flow.](image-url)
characteristics when repeated. Thus, running a couple of million instructions in dozens of representative points from phase analysis is not enough to characterize the performance of real-world applications.

On the other hand, statistical simulation sampling [23] provides performance estimates with statistically-bounded errors. The main idea is the intervals between detailed simulation points are fast-forwarded using fast functional simulation. However, for this approach to be effective, the microarchitectural state of the machine must be reconstituted in a “warming” phase. This requires considerable execution time in the detailed simulator even before evaluating the sample point.

Various methods (e.g. [22]) have been suggested to address this state warming problem, most of which propose keeping track of some microarchitectural state in functional simulation. Of course, this slows down the fast functional simulation, making it difficult to regenerate samples points of the machine. Thus, architects must choose between either the increased design iteration time to perform sample recollection, or potential simulation inaccuracy that may result from using stale samples. Represent the machine. Finally, it is not clear what subset of state should be warmed for non-traditional hardware designs such as custom hardware accelerators.

In conclusion, there are often cases simulation sampling is not the right tool for design evaluation in the hardware/software co-design flow. In these cases, we suggest the complete simulation of realistic workloads with fast and cycle-accurate FPGA-accelerated simulator generated from RTL designs for performance, power, and energy evaluation.

3 SIMULATION METHODOLOGY
This section explains how MIDAS is used in performance, power, and energy evaluations of an RTL design. Section 3.1 shows how an arbitrary RTL design is mapped to an FPGA-hosted simulation model. Section 3.2 then explains how this is composed with CPU-hosted software models, and abstract FPGA-hosted timing models within a FPGA-accelerated simulator.

3.1 FPGA-Accelerated Simulators from RTL
For the performance evaluation methodology suggested in Section 2 to be feasible, we improve Strober [10] to automatically generate an FPGA-accelerated simulator from any RTL design. Any MIDAS-generated simulator is a FAME1 simulator [18] whose cycle-level timing is modeled as decoupled timing-token exchanges between simulation models.

We use FIRRTL compiler [12] passes to transform RTL into an FPGA-hosted model. Unlike Strober [10], whose passes were embedded in the Chisel2 compiler, our methodology can be used on designs written any HDL that can be mapped to FIRRTL. The passes themselves, however, remain similar. As shown in Figure 3, macro mapping optionally maps technology-independent memory blocks to technology-dependent macro blocks for power estimation. A FAME1 transform is performed to decouple the target clock from the host clock. In addition, scan chains are optionally added to capture state snapshots for replays in software RTL / gate-level simulation for power estimation. Next, simulation mapping is applied to augment the logic for timing token communications. Finally, platform mapping adds platform-specific logic to the simulation modules.

For power estimation, we randomly sample 50 RTL state snapshots from FPGA-accelerated simulation. The target designs are synthesized with the Synopsys 32nm Educational Technology using the scripts generated by an open source CAD tool flow [8]. We replay the snapshots in software RTL simulation. The post-synthesis design and the RTL signal activities from the sample replays are provided to power analysis tool. Note that unlike statistical sampling for microarchitectural simulation [23], our methodology has no state warming problems in gate-level simulation as the exact RTL state snapshots are taken from FPGA simulation.

The details are also described by Kim et al. [10]

3.2 Mapping Simulation to the FPGA Host
Another challenge is how to map heterogeneous simulation models, including the transformed-from-RTL models, software models, and abstract timing models, to the FPGA host platform for fast simulation. Figure 4 shows how the target designs are mapped to the FPGA host platform. We use the Xilinx Zynq ZC706 boards for the case study but other FPGA platforms can be used in principle.
The processor models are generated from RTL designs and mapped to the FPGA (Section 3.1). The I/O devices are modeled in software and run alongside the simulation driver as their transactions are infrequent. Kim et al. [10] report the simulation rate is 3.56 MHz, which is not fast enough to run real-world workloads to completion, due to the communication overhead between the CPU-hosted software models and the FPGA-hosted RTL models. We optimize the communications by having I/O endpoints, special hardware widgets that translate timing tokens to high-level transactions and vice versa. In other words, instead of exchanging low-level timing tokens, the I/O devices efficiently communicate the processor with high-level transactions through I/O endpoints. As a result, the average simulation rate of BOOM-2w is 18 MIPS on average for the SPEC2006int benchmark suite.

We implement an abstract timing model for L2 caches and DRAM hosted on the FPGA, while the actual data are hosted on the board main memory. Using an abstract model for the L2 cache was compelling for three reasons. Firstly, the current version of RocketChip does not generate L2 caches, it is easier at first to write an abstract L2 models, than implemented a complete L2 cache. Two, abstract models can provide runtime configurable parameters with low overhead. In our case, the size, associativity, and the latency of L2 caches can be reconfigured without needing to recompile an FPGA bitstream. Finally, since we model the timing of the memory systems by only keeping the tags of L2 caches on the FPGA, we can model an L2 cache that would be too large to fit on our FPGA. However, the downside is the simulation needs to stall even with L2 cache hits to obtain the actual data from the board main memory, slightly slowing down the simulation rate. Of course, using an abstract model introduces the aforementioned modeling errors and validation challenges.

Figure 5 shows the timing validation of the memory systems using a pointer-chase benchmark [4]. The target design observes the 16KiB L1 data cache (6 cycles), the 1MiB L2 data cache (6 + 23 cycles), and the main memory (6 + 23 + 80 cycles) as configured in Table 1.

4 TARGET DESIGNS AND BENCHMARKS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Rocket</th>
<th>BOOM-2w</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fetch-width</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Issue-width</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Issue slots</td>
<td>-</td>
<td>20</td>
</tr>
<tr>
<td>ROB size</td>
<td>-</td>
<td>80</td>
</tr>
<tr>
<td>Ld/St entries</td>
<td>-</td>
<td>16/16</td>
</tr>
<tr>
<td>Physical registers</td>
<td>32(int)/32(fp)</td>
<td>119</td>
</tr>
<tr>
<td>Branch predictor</td>
<td>gshare: 16 Kd history</td>
<td>-</td>
</tr>
<tr>
<td>BTB entries</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>RAS entries</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>NSBR entries</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>L1 $ capacities</td>
<td>16 KiB or 32 Kd</td>
<td>-</td>
</tr>
<tr>
<td>ITLB and DTLB reaches</td>
<td>128 KiB / 128 KiB</td>
<td>-</td>
</tr>
<tr>
<td>L2 $ capacity and latency</td>
<td>1 MiB / 23 cycles</td>
<td>-</td>
</tr>
<tr>
<td>DRAM latency</td>
<td>80 cycles</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: The Parameters for the Two Target Processors.

Section 4.1 explains RocketChip [1] and BOOM [7] used as the target hardware designs in this paper. Section 4.2 covers the SPEC2006int benchmark suite used for the case study.

4.1 Target Designs

RocketChip [1] is an open-source SoC generator suitable for research and industrial purposes. Rather than being a single instance
of an SoC design, RocketChip is a hardware design generator, capable of producing many design instances from a single piece of Chisel [2] source code. Multiple industry products as well as silicon prototypes are manufactured using RocketChip. A RocketChip instance generally consists of three major components: processors, a cache hierarchy, and an uncou.

RocketChip instantiates an in-order processor, Rocket, by default, but also supports various core implementations including an out-of-order processor, BOOM. Rocket is a 5-stage in-order processor that implements the RISC-V ISA [20, 21]. It has an MMU that supports page-based virtual memory, a non-blocking data cache, and a front-end with branch prediction. Branch prediction is configurable and provided by a branch target buffer (BTB) with its associative branch history table (BHT), and a return address stack (RAS). BOOM [7] is a superscalar out-of-order processor with a unified physical register file with configurable fetch widths, issue widths, and instruction window sizes. BOOM supports full branch speculation using a BTB, RAS, and a parameterizable backing predictor. BOOM is written in only 14K lines of Chisel code as it reuses many of RocketChip’s components.

A RocketChip cache hierarchy can include L1 instruction caches, L1 blocking or non-blocking data caches, and TLBs with configurable sizes, associativities, and replacement policies. A RocketChip uncou core consists of networks of cache coherent agents and the associated cache controllers for multi-core systems. These components are shared across both BOOM and rocket-based instances.

Table 1 shows the baseline parameters for two target processors used in the case study unless otherwise stated.

4.2 Benchmarks

The SPEC2006int benchmark suite is widely-used for computer architecture research as well as performance evaluation of real systems. However, only small fractions of the whole benchmarks are evaluated in computer architecture research using microarchitectural software simulators due to the non-trivial execution lengths as shown in Table 2. All benchmarks are compiled using Speckle [5], and run on RISC-V Linux kernel version 4.6.2. For each benchmark, we built a BusyBox image including all necessary files for a given benchmark within an initramfs. Unfortunately, 445.gobmk, 456.hmmer, and 462.11quantum fail on the current version of BOOM-2w, and thus are excluded in its evaluations.

5 CASE STUDY

Figure 6 shows the IPCs of Rocket and BOOM-2w with the configurations in Table 1 for the SPEC2006int benchmark suite with its reference inputs. The IPCs are computed from the complete execution of each benchmark. Note that the parameters of BOOM-2w are chosen to approximate the configuration of the ARM Cortex-A9 processor. For reference, the IPCs of ARM Cortex A9 for the SPEC2006int benchmark suite are also presented in Figure 6.

In this case study, we are mainly interested in the performance impact of the increase in the L1 cache sizes from 16 KiB to 32 KiB. As seen from Figure 6, there are big performance improvements for several benchmarks (e.g. 408.per1bench, 458.sjeng, 464.h264ref) from this change. Therefore, it is desirable to have 32 KiB L1 caches unless it lengthens the critical path.

To understand the performance evaluations more deeply, we collect more performance statistics from the performance counters. Figure 7 shows the misses per kilo instructions (MPKls) of BOOM-2w. Notably, some benchmarks such as 471.oopintrp and 483.xalancbmk suffer from a large number of indirect branch mispredictions, which indicates the BTB size need to be increased.

We can also figure out the pipeline utilization by examining the issue queue utilization. Intuitively, issued slots per cycle of the issue queue are equal to IPC. As shown in Figure 8, more than 60% of issue slots are wasted. The first case is issue slots are empty, which is caused by the frontend hazards including branch mispredictions and instruction cache misses, and/or lack of pipeline resources such as physical registers and ROB entries. For example, 483.gcc exhibits lots of empty slots even though it has relatively small frontend MPKls, which implies that the benchmark wants more pipeline resources.

Another case is issue slots are neither empty nor issued due to the backend hazards. For instance, 429.mcf and 471.mmtpp suffer from high data cache miss rates, therefore having a large fraction of non-empty non-issued slots.

We can check whether or not the designs are realistic by examining their power consumption. Figure 9 shows the power breakdowns for Rocket and BOOM-2w with 32 KiB L1 caches for the SPEC2006int benchmarks, which are computed using 50 random sample snapshots with 95% confidence. We can see out-of-order processors can easily be power inefficient. Specifically, the register file and the rename logic are unrealistic as they consume up to 40% of the total power. Improving energy efficiency is a key motivation of a new version of BOOM [6], which has a different microarchitecture from the current version.

Figure 10 shows the energy efficiencies of Rocket and BOOM-2w with 32 KiB L1 caches. BOOM-2w is much less energy efficient than Rocket: BOOM-2w burns more power (Figure 9) without proportionally increasing IPC (Figure 6). Notably, the energy efficiency of 429.mcf is worse than any other benchmarks although it consumes the least power. Therefore, evaluating just performance or power but not both is insufficient if energy efficiency is a primary concern, as it is for most classes of computer systems. The methodology and the tools suggested in this paper along with the RISC-V infrastructure enables fast and accurate evaluations on energy efficiency.

6 CONCLUSION

In this paper, we presented MIDAS, an open-source, performance, power, and energy evaluation methodology using RTL designs by running realistic workloads to completion in FPGA simulation. We demonstrated cases in which microarchitectural software simulation with simulation sampling is not sufficiently fast and accurate for the hardware/software co-design flow. To address these issues, we suggest using FPGA-accelerated simulators that have been generated from the RTL design. These simulators are both fast, up to three orders-of-order-magnitude faster than cycle-level microarchitectural software simulators, and truly cycle-accurate, as they use RTL identical to that used in the silicon implementation. This enables the full execution of the full-software stack on long-running applications with little loss of fidelity. We demonstrated how this methodology can be employed in practise by running the SPEC2006int benchmark suite with its reference inputs to completion on Rocket and BOOM.
Figure 6: The IPCs of Rocket, BOOM-2w, and Cortex A9 for the SPEC2006int Benchmarks.

Figure 7: The MPKIs of BOOM-2w for the SPEC2006int Benchmarks.

Figure 8: The Issue Queue Utilizations of BOOM-2w for the SPEC2006int Benchmarks.

Figure 9: The Power Estimates of Rocket and BOOM-2w with 32 KiB L1 Caches for the SPEC2006int Benchmarks.

Figure 10: The Energy Efficiencies of Rocket and BOOM-2w with 32 KiB L1 Caches for the SPEC2006int Benchmarks.
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